 Stroke prediction analysis using machine learning classifiers and feature technique
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**Abstract**

Stroke is one of the fatal brain diseases that cause death in 3 to 10 hours. However, most stroke mortality can be prevented by identifying the nature of the stroke and reacting to it promptly through smart health systems. In this paper, a machine learning model is approached for predicting the existence of stroke of a patient where the Random forest classifier outperforms the state-of-the-art models, including Logistic Regression, Decision Tree Classifier (DTC), K-NN. We conduct the experiments on datasets which has 5110 observations with 12 attributes. We also applied EDA for preprocessing and feature techniques for balancing the datasets. Finally, a cloud-based mobile app collects user data to analyze and provide the possibility of stroke for alerting the person with the accuracy of precision 96%, recall 96%, and F1-score 96%. This user-friendly system can be a lifesaver as the person gets an essential warning very easily by providing very little information from anywhere with a mobile device.


**INTRODUCTION**

A stroke happens to interrupt blood flow to a portion of your brain [1]. A loss of blood circulation to some brain areas causes a stroke, which is also known as a brain attack [2]. Furthermore, clot blocking is the major cause of stroke in the brain (thrombosis). The blood vessel delivers the brain portion and is subsequently run down of blood and oxygen. The brain cells expire as an outcome of the lack of blood and O2, and the part of the body it regulates ceases working [3]. Death and disability happen for stroke in the United States badly. Ischemic embolic and hemorrhagic strokes cause the majority of strokes. An ischemic embolic stroke happens when a blood clot exits the patient's brain, travels through the circulatory system, and becomes lodged in smaller brain arteries. Another type is hemorrhagic stroke, which occurs when leaks or ruptures a blood vessel in the brain [4]. The use of various predictive indicators to predict the outcome of a stroke could help doctors identify high-risk patients and reduce morbidity. Overweight, physical inactivity, diabetics, and other parameters such as age, sex, race can be used to predict the possibility of stroke. On the other hand, machine learning offers an option, particularly for large-scale multi-institutional data that
may be readily included in a forecast [5] based on freshly available data.

Smartphones can play a vital role in establishing a between the healthcare system and the global population. A mobile app is very user-friendly and popular in the current world. According to statistics, there are more than 3.2 billion smartphone users. As a result, a mobile app could be one of the most popular and effective mediums. In case of stroke, a disease avoidable through awareness, a smartphone could be the easier way to reach people.

Machine learners have various applications expanding within the study of bioinformatics, a subfield of artificial intelligence which includes improving calculations to discover how projections are dependent on information. Bioinformatics manages computational and numerical approaches for comprehension and manipulating natural data. Six natural environments have been subjected to machine learning. To assist in the analysis of stroke, machine learning algorithms for examining neuroimaging data are used. The diagnosis and treatment of stroke disease in underdeveloped countries is extremely difficult due to a lack of diagnostic technologies and a scarcity of doctors and other resources that impede the accurate prediction and treatment of heart patients. Recently, computer technology and machine learning approaches have been developed with this goal in mind to improve the system’s ability to assist doctors in the initial phases of disease decision-making [6]. Our motivation is to benefit stroke prediction to prevent casualty and ensure accessibility for everyone.

Among various studies in this area, in [7], stroke prediction directions were designed as risk assessment and web-based cooperative Java applets. These Java applets enable risk calculations and can be run interactively with any web browser that supports Java 1.1. With this method, patient data can simply be entered into a computer that uses complex statistical models to produce instant calculations of risk scores. Authors in [8] examined the utility of the echo planer magnetic perfusion imaging and diffusion-weighted imaging in predicting stroke with a critical hemispheric infarction. In [9], type 2 diabetes patients have an increased risk of stroke. In this approach, they examined the stroke predictors and effects of atorvastatin on certain stroke subtypes in type 2 diabetes in the collaborative atorvastatin diabetes study, which used Cox regression models to evaluate atorva's impact statins on stroke, and assess the risks associated with stroke and underlying stroke. The authors determined how many self-measures of blood pressure they took home compared to their predictive value for the risk of a stroke. In [10], they have designed and compared several methods of learning machines, which can predict the result of endovascular intervention in the previous histosa circulation. The authors developed a CPS to detect the appearance of the patients who are at high risk or survived a stroke before [11]. CPS developed send data registered by the doctor and warned to find a stroke.

Furthermore, the proposed system works in data purchased by the patient's brain electroencephalography sensor. The authors have developed a model learning model (ML) calculated by threshold (ML) to predict the tracking infarction in patients with acute ischemic stroke [12]. The author determined the optimal number of self-measurements of blood pressure at home based on its predictive value for stroke risk. Therefore, the Cox proportional hazard regression model [13] was used to investigate the prognostic significance of blood pressure for the risk of stroke, which was adjusted for possible confounding factors.

The author has developed a very accurate and highly interpretable predictive model. These predictive models will be provided in the form of sparse decision lists [14], which are derived from a series of if . . .Then . . . Statements where the if statement defines a set of feature partitions and the then statement corresponds to the predicted result of interest. In [15], the authors predicted stroke occurrence using a large population-based EMC database and also compared DNN with three other ML methods. The authors compared the Cox proportional hazard model with an automatic stroke prediction approach based on a cardiovascular health study (CHS) dataset [16]. The author developed a hybrid machine learning method to predict stroke based on incomplete and unbalanced physiological data for clinical diagnosis [17]. Using this method, the whole process involves
two steps. First, use random forest regression to estimate missing values before classification. Secondly, automatic hyperparameter optimization (AutoHPO) based on deep neural networks (DNN) predicts stroke on unbalanced data sets. The author applies machine learning principles to existing large data sets to effectively predict strokes based on potentially changeable risk factors [18] to develop applications that provide personalized warnings and related information based on each user's stroke risk level. The authors raise the hypothesis that the degree of stenosis, the irregularity of the plaque's surface, eGPTicity, and consistency in a total score of risk (TPR), are predictors of the ischemic blow [19]. Three classification algorithms that include the decision-making tree, naive bayes, and neuronal network are used to predict the stretch based on models higher than general statistics and obtained an adequate model for identification [20].

This paper proposed Stroke prediction analysis using a machine learning algorithm using a healthcare dataset, including various kinds of risk factors.

The rest of the paper is organized as tracks: the methodology is stated in the next section. Study outcome and discussion are in the results and discussion section. Finally, the paper concludes with future scope.

**METHOD**

Figure 1 shows the detailed block diagram of the proposed methodology.

![Block Diagram of the Proposed Methodology](image)

**Dataset Description**

The utilized dataset [21] contains 5110 observations with 12 attributes. The attributes are gender, age, hypertension, heart_disease, ever_married, work_type, Residence type, average glucose_level, BMI, smoking_status, and stroke. Stroke is a dependent variable, and others are independent variables.

**Exploratory Data Analysis (EDA)**

EDA often uses data visualization approaches to analyze and examine data sets and summarize their key characteristics. It can help determine how best data sources can be handled to get the needed answers, facilitating the finding of patterns, spot anomalies, hypotheses, or assume checks for data scientists. In this part, we defined the missing values, data counts, dropped the id column, exploring each variable.

**Feature Techniques**

Feature engineering means transforming raw data into features that better signify the predictive models' underlying problem and improve model accuracy in unsightly data. Many techniques can be employed, including NearMiss, SMOTE, Tomak Links, etc. This paper utilized the synthetic minority over-sampling technique (SMOTE) after preprocessing the datasets in the EDA step. The target variable has 201 stroke occurrences and 4908 non-occurrence patients.

**Machine Learning Analysis**

This paper utilized various machine learning (ML) models containing Naïve Bayes, Random Forest, Ada Boost Algorithm. Among them, the Random Forest model outperforms the best accuracy. So Random forest model is described here.

**Random Forest (RF)**

RF is a supervised learning algorithm. It creates a "forest" from a series of decision trees that are usually trained using a "bagging" process. The basic premise of the bagging method is that combining different learning models can improve the overall result. The advantage of RF is that it can solve classification and regression problems that make up most of the existing machine learning systems. Decision trees or bagging classifiers have almost the same hyperparameters as random forests. Fortunately, you can use random forest classifiers instead of combining decision trees and bagging classifiers. You can use the algorithm's suppressor to handle the regression task of the random forest. The RF adds additional unpredictability to the model.
as the tree develops. Instead of the most relevant feature, splitting a node looks for the optimal function in a random selection of features. Hence, many types lead to better models. Therefore, the algorithm for splitting nodes in the random forest only considers a random subset of features. Instead of looking for the best possible threshold, you can make the tree more random by using random thresholds for each function [22].

The random forest training algorithm uses the general aggregation bootstrap technique, or bags, for train trees students. Figure 2 demonstrates the concept of a random forest model where Tree 1 and Tree 2 associate Class X. So, the majority vote/predicted output is Class X.

Predictions for unseen samples I can be produced after training by summing the predictions from all of the separate regression trees on $i'$:

$$\hat{f} = \frac{1}{D} \sum_{n=1}^{D} f_b(i')$$

or by taking the majority vote in the case of classification trees [24].

**User Interface**

User data are collected through mobile apps. Users input gender, age, work_type, heart_disease, hypertension, ever_married, Residence_type, BMI, avg glucose level, smoking_status through the mobile app. In Figure 3, the mobile app interface is shown. User data are stored in the cloud Firestore database. After the processing, the result is stored in the Firestore and shown on the user end.

**RESULTS AND DISCUSSION**

Python programming language is used to classify the proposed model and describe other models for data analysis. The instrument is very useful for analysis and includes different methods. For each model species, we have used 20% of the values for testing and 80% for training. We take precision, recall, and f1-score as performance metrics.

Precision (P): P is the ratio of the positive cases correctly predicted to the positive cases. The low false positive rate refers to high accuracy. It is a measure of a classifier's accuracy. In equation 1, it is defined mathematically.

$$P = \frac{TP}{TP + FP}$$ (1)
Recall (R): R refers to the ratio of positive cases correctly predicted to all positive classification cases. It is a measure of a classification's completeness. In Equation 2, R is defined mathematically.

\[ R = \frac{TP}{TP + FN} \]  

(2)

F1-Score: is an average weighted accuracy and recall. F1, if there is an inconsistent class distribution in the data set, is usually more useful than precision. It is displayed in equation 3 mathematically, and the result of accuracies can be seen in table 1.

\[ F1-score = \frac{2 \times (P \times R)}{P + R} \]  

(3)

<table>
<thead>
<tr>
<th>ML Model</th>
<th>Accuracies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>87</td>
</tr>
<tr>
<td>DTC [24]</td>
<td>93</td>
</tr>
<tr>
<td>K-NN [25]</td>
<td>90</td>
</tr>
<tr>
<td>Random Forest (proposed)</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 1. Result Accuracies

Table 1 describes the result of accuracies. The random forest model gives the highest accuracies in all performance metrics as 96%. K-NN achieves 3rd place as holding 90% performance metrics, DTC stays 2nd position as 93% accuracy, and logistic regression receives 87% accuracy.

CONCLUSION

This paper presented a machine learning approach to the stroke dataset. The Random Forest models showed the best accuracy as precision 96%, recall 96%, and F1-score 96%, outperforming the state-of-art models including logistic regression, decision tree classifier, and K-NN. The utilized dataset is imbalanced, therefore, SMOTE feature engineering is used to process the data. In the future, we will plan to analyze the dataset using deep learning methods and try to enhance the accuracy.
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