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INTRODUCTION

The Human Development Index (HDI) is critical in determining a country’s progress as an endeavor to improve the quality of life of its population/community in a region/country, including Indonesia (Kirana et al., 2019). The emergence of qualified, competent, and competitive human resources is the human development index that is the focus and hope of progress in the aspect of education. Each city or district has a unique human development index. As a result, the government must create groupings based on the demands of a city/district. A data grouping method,
specifically the clustering methodology, is required to assist data grouping based on the similarity of existing characteristics.

Clustering is the process of grouping data based on similarities (Ghazal et al., 2021). The clustering algorithm's purpose is to divide data into several groups based on similar characteristics. Thus, the data will be divided into numerous clusters using the appropriate clustering technique. Each data in one cluster has high and low similarity to data in other clusters.

Hierarchical algorithms and partition algorithms are two algorithms that are frequently employed in clustering approaches. The dataset is divided into smaller subsets hierarchically in the hierarchical algorithm, whereas the dataset is partitioned into the desired number of sets in one step in the partitioning algorithm (Windarto et al., 2019). K-Means and Fuzzy C-Means are two popular partition methods.

The K-Means algorithm is a partition-based technique that attempts to divide data into two or more clusters by utilizing the average value as the cluster center (Oktarina et al., 2020). The basic idea behind the K-Means algorithm starts from determining the number of groups (k), then randomly selecting the cluster center (centroid). Second, compute the distance between each data point and the cluster's center. Third, divide the data into clusters based on their proximity. Fourth, calculate the new group center and then continue the procedures until the cluster center does not change or the maximum iteration is reached. It is possible to begin the clustering process by identifying the grouped data using the Euclidean Distance formula (Utomo, 2021). The K-Means algorithm has the advantage of being simple and efficient, but it also has the disadvantage of requiring parameters and being sensitive to foreign data (Kolay et al., 2017).

Fuzzy C-Means (FCM) is a clustering method that is part of the Hard K-Means algorithm. FCM employs a fuzzy grouping model, which makes each data point a member of all classes or clusters produced with varying degrees or levels of membership ranging from 0 to 1. The degree of membership determines the level of data existing in a class or cluster (Rahakbauw et al., 2017). The basic principle behind FCM is to first establish the cluster's center, which will mark the average location for each cluster. The cluster center is still inaccurate in the initial conditions. Each data set has varying degrees of participation in each cluster. It can be shown that by repeatedly fixing the cluster center and the membership value of each data, the cluster center will go to the correct location. This iteration is based on minimizing the objective function that describes the distance from a given data point to the cluster’s center, which is weighted by the degree of membership of that data point (Irawan et al., 2021). However, fuzzy C-Means have several weaknesses, including the need for a large number of groups and a predetermined group membership matrix (Haqiqi & Kurniawan, 2015; Le & Altman, 2011). The advantage of Fuzzy C-Means over other algorithms is that cluster placement is more exact (Agustini, 2017).

Several previous research, for example Zhou & Yang (2020) did a comparative analysis between the K-Means clustering method and FCM clustering, with results indicating that the K-Means clustering approach is superior to FCM clustering. Another research, conducted by Ramadhan et al. (2019), focused on categorizing the occurrence of flood disasters in Indonesia. The FCM method is used in the grouping process. Hassan et al. (2020) published a paper entitled “Evaluate the performance of K-Means and the Fuzzy C-Means algorithms to formation balanced clusters in wireless".
which showed that Fuzzy C-Means outperformed K-Means. 

Based on the information presented, it is clear that each clustering algorithm has distinct advantages and disadvantages. As a result, we will explore the grouping of districts/cities based on the Human Development Index using the K-Means and FCM algorithms in this paper.

METHOD

The quantitative research method was applied in this research. A quantitative method is a research approach in which the data to be evaluated is in the form of numbers (numeric). The Central Java Statistics Agency provided the Human Development Index data. The subjects of this research were residents of the Central Java province. The variables employed are derived from the Human Development Index (BPS Jateng, 2021), namely, Life Expectancy (AHH) (X₁), Expected Years of Schooling (HLS) (X₂), Average Years of Schooling (RLS) (X₃), and Expenditures Per Capita (X₄). The method used in this research was to evaluate the number of clusters formed using the standard deviation ratio method. Data processing was done using the Python programming language.

K-Means Algorithm

The steps in the K-Means clustering algorithm are as follows (Syakur et al., 2018):

1. Determine the number of K clusters and the maximum number of iterations.
2. Determines the value of the centroid (center point). The initial centroid value is chosen randomly, for the next iteration using the following equation.

\[ C_i = \frac{1}{M} \sum_{j=1}^{M} x_j \]  

where:
- \( C_i \) = average of \( i \)th cluster
- \( M \) = the amount of data that is a member of the \( i \)th cluster
- \( i, j \) = cluster index
- \( x_j \) = the value of the \( j \)th data in the cluster

3. Calculate the distance between the centroid point and the point of each object. To calculate the distance, you can use Euclidean Distance, namely

\[ d = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \]  

where:
- \( d \) = distance
- \( (x_i, y_i) \) = object coordinates
- \( (x_j, y_j) \) = centroid coordinates

4. Reallocation of data to each group is carried out based on the comparison of the distance between the data and the centroid of each group. Determination of cluster members is done by considering the minimum distance of the object. The value obtained in the data membership at the distance matrix is 0 or 1 where the value 1 is for data allocated to the cluster, while the value 0 is for data allocated to other clusters (Wakhidah, 2010).

\[ a_{ij} = \begin{cases} 1 & d = \min \{D(x_i, c_i)\} \\ 0 & \text{lainnya} \end{cases} \]  

5. Recalculate the position of the centroid. \( a_{ij} \) is the membership value of \( x_i \) to the center point of cluster \( c_1 \), \( d \) is the shortest distance from point \( x_i \) to cluster \( K \) after comparison and \( c_1 \) is the center of the 1st cluster. The objective function used for the K-Means method is determined based on the distance and value of data membership in the group. The objective function according to J. Mac Queen (1967) can be determined using the equation \( n \) is the number of data, \( k \) is the number of clusters, \( a_{i1} \) is the membership value of the data \( x_i \) to cluster \( c_1 \) followed by \( a \), \( a \) has two possibilities, namely 1 or 0. If \( a \) is 1 or 0 then the data is a
member of the group and if $a$ is 0 then the data is allocated to another cluster.

$$J = \sum_{i=1}^{n} \sum_{l=1}^{k} a_{il} D(x_{il})^2$$

(4)

6. If there is a change in the centroid value or the number of iterations is less than the maximum number of iterations, then do step 3, otherwise, the iteration stops, and the results are clustered.

A flowchart is required to make it easier to identify the plot to locate the results of the cluster implementation when determining the cluster based on the available data using the K-Means clustering technique. The K-Means algorithm flowchart is shown in Figure 1 (Purba et al., 2018).

Figure 1. K-Means Flowchart
Fuzzy C-Means Algorithm

The basic concept behind FCM is to first establish the cluster's center, which will mark the average location for each cluster. However, the center of this cluster is still inaccurate in the initial conditions. For each cluster, each data point has a membership degree. The following is the FCM algorithm (Sutoyo & Sumpala, 2016):

1. The input data to be in cluster $X$ is a matrix of size $n \times m$ ($n$ is the number of data samples and $m$ attributes for each data). $X_{ij}$ is the $i^{th}$ ($i = 1, 2, 3, ..., n$) sample data, $j^{th}$ attribute ($j = 1, 2, 3, ..., m$).

2. Determine the following:
   a. Number of clusters $= c$
   b. Rank $= w$
   c. Maximum Iteration $= MaxIter$
   d. Smallest expected error $= \xi$
   e. The objective function, $P_b = 0$
   f. Initial iteration, $t = 1$

3. Generate random numbers of $\mu_{ik}, i = 1, 2, 3, ..., n; k = 1, 2, 3, ..., c$; as elements of the initial partition matrix of $U$.

$$U_0 = \begin{pmatrix} \mu_{11} & \mu_{12} & \ldots & \mu_{1c} \\ \vdots & \vdots & \ddots & \vdots \\ \mu_{c1} & \ldots & \ldots & \mu_{cc} \end{pmatrix}$$ (5)

The Fuzzy Clustering partition matrix must meet the following conditions:

$$\mu_{ik} = [0, 1]; 1 \leq i \leq c; 1 \leq k \leq n$$ (6)

$$\sum_{i=1}^{n} \mu_{ik} = 1; 1 \leq i \leq c$$ (7)

Count the number of each column:

$$Q_j = \sum_{k=1}^{c} \mu_{ik}$$ (8)

with $j = 1, 2, 3, ..., m$

Then calculate:

$$\mu_{ik} = \frac{\mu_{ik}}{Q_j}$$ (9)

4. Calculate the center of the $k^{th}$: $V_{kj}$ with $k = 1, 2, 3, ..., c$ and $j = 1, 2, 3, ..., m$

$$V_{kj} = \frac{\sum_{i=1}^{n} (\mu_{ik})^w \cdot X_{ij}}{\sum_{i=1}^{n} \mu_{ik}}$$ (10)

5. Calculate the objective function at $t^{th}$ $P_t$:

$$P_t = \sum_{i=1}^{n} \sum_{k=1}^{c} \left( \frac{\left( \sum_{j=1}^{m} (X_{ij} - V_{kj})^2 \right)^{\frac{1}{w-1}}}{\sum_{k=1}^{c} \left( \sum_{j=1}^{m} (X_{ij} - V_{kj})^2 \right)^{\frac{1}{w-1}}} \right)$$ (11)

6. Calculate the partition matrix change:

$$\mu_{ik} = \frac{\left[ \sum_{j=1}^{m} (X_{ij} - V_{kj})^2 \right]^{-1}}{\sum_{k=1}^{c} \left[ \sum_{j=1}^{m} (X_{ij} - V_{kj})^2 \right]^{-1}}$$ (12)

with: $i = 1, 2, 3, ..., n$; and $k = 1, 2, ..., c$

7. Check the stop condition if: ($|P_t - P_{t-1}| < \xi$) or ($t > MaxIter$) then stop, if not: $t = t + 1$, repeat step 4.

A flowchart is required to make it easier to identify the plot to locate the results of the cluster implementation when determining the cluster based on the available data using the Fuzzy C-Means clustering technique. The Fuzzy C-Means algorithm flowchart is shown in Figure 2.

Evaluation Stage of Determining the Best Method

Bunkers et al. (1996) stated that the performance of clustering results can be seen from the ratio value of the average standard deviation within the cluster ($S_w$) and the standard deviation between clusters ($S_b$). The formula for the standard deviation in the cluster ($S_w$) is as follows:

$$S_w = \frac{1}{K} \sum_{k=1}^{K} S_k$$ (13)

(Bunkers et al., 1996)

where,

$S_k$ = Standard Deviation of the $k^{th}$ cluster

$K$ = number of clusters
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Figure 2. Fuzzy C-Means Flowchart

If given cluster $c_k$, $d$ where $k = 1, \ldots, p$ and each cluster has members of $x_i$, where $i = 1, \ldots, n$ and $n$ is the number of members from each cluster, and $\bar{x}_k$ is the average of cluster $k$ then to find the value of the $k^{th}$ standard deviation, the following formula is used:

$$S_k = \sqrt{\frac{1}{N_k - 1} \sum_{i=1}^{N_k} (x_i - \bar{x}_k)^2}$$  \hspace{1cm} (14)
where, 
\[ N_k = \text{the number of } k^{th} \text{ clusters} \]
\[ x_i = \text{average member variable of } i^{th} \]
\[ \bar{x}_k = \text{average cluster variable } k^{th} \]

The standard deviation between clusters (Sb) is stated as follows:
\[ S_b = \left[ \frac{1}{K-1} \sum_{k=1}^{K} (\bar{x}_k - \bar{x})^2 \right]^{\frac{1}{2}} \] (15)
where, 
\[ \bar{x} = \text{mean of all clusters} \]

The smaller the value of \( S_w \) and the greater the value of \( S_b \), it means that the method has a good performance or high homogeneity. The method chosen is the one that gives the smallest \( S_w / S_b \) (Ningrat et al., 2016). The following is the formula for the standard deviation ratio:
\[ S = \frac{S_w}{S_b} \times 100\% \] (16)

RESULTS AND DISCUSSION

The findings of testing the K-Means and Fuzzy C-Means algorithms on the Human Development Index (IPM) data for Central Java Province in 2021 will be described in this subsection. The total data is 36 regencies/cities with 4 indicators consisting of Life Expectancy (AHH) \( (X_1) \), Expected Years of School (HLS) \( (X_2) \), Average Years of Schooling (RLS) \( (X_3) \), and Expenditures Per Capita (PPK) \( (X_4) \). Central Java Province HDI indicator data in 2021 can be seen in Table 1.

<table>
<thead>
<tr>
<th>Regency/City</th>
<th>AHH ( (X_1) )</th>
<th>HLS ( (X_2) )</th>
<th>RLS ( (X_3) )</th>
<th>PPK ( (X_4) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Java Province</td>
<td>74.47</td>
<td>12.77</td>
<td>7.75</td>
<td>11034</td>
</tr>
<tr>
<td>Cilacap Regency</td>
<td>73.90</td>
<td>12.63</td>
<td>7.09</td>
<td>10534</td>
</tr>
<tr>
<td>Banyumas Regency</td>
<td>73.80</td>
<td>13.03</td>
<td>7.63</td>
<td>11546</td>
</tr>
<tr>
<td>Purbalingga Regency</td>
<td>73.21</td>
<td>12.00</td>
<td>7.25</td>
<td>10032</td>
</tr>
<tr>
<td>Banjarnegara Regency</td>
<td>74.28</td>
<td>11.63</td>
<td>6.75</td>
<td>9407</td>
</tr>
<tr>
<td>Tegal City</td>
<td>74.54</td>
<td>13.07</td>
<td>8.73</td>
<td>13143</td>
</tr>
</tbody>
</table>

The initial stage before doing clustering is checking for outliers in the data. In this research, the data were checked for outliers using the Boxplot method.

![Figure 3. Outliers of Research Data](image-url)
Figure 3 demonstrates that each variable has an outlier based on the Box Plot results. As a result, the data must be normalized. The Min-Max Scaler approach was used to normalize the data in this investigation. The following table shows the normalization results:

<table>
<thead>
<tr>
<th></th>
<th>AHH ($X_1$)</th>
<th>HLS ($X_2$)</th>
<th>RLS ($X_3$)</th>
<th>PPK ($X_4$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6019536</td>
<td>0.2923076</td>
<td>0.3269230</td>
<td>0.33854</td>
<td></td>
</tr>
<tr>
<td>0.5323565</td>
<td>0.2564102</td>
<td>0.1858974</td>
<td>0.26973</td>
<td></td>
</tr>
<tr>
<td>0.5201465</td>
<td>0.3589743</td>
<td>0.3012820</td>
<td>0.40894</td>
<td></td>
</tr>
<tr>
<td>0.4481074</td>
<td>0.0948717</td>
<td>0.2200854</td>
<td>0.20067</td>
<td></td>
</tr>
<tr>
<td>0.5787545</td>
<td>0.0</td>
<td>0.1132478</td>
<td>0.11472</td>
<td></td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td></td>
</tr>
<tr>
<td>0.61050061</td>
<td>0.3692307</td>
<td>0.53632479</td>
<td>0.628617</td>
<td></td>
</tr>
</tbody>
</table>

The next step is to determine the best number of clusters using the Elbow method, as presented in Figure 4.

**Figure 4. The Best Number of Clusters Based on the Elbow Method**

According to the Elbow method, the value of 3 makes a right angle, indicating that the value of 3 is the optimum or best number of clusters (Winarta & Kurniawan, 2021).

**The Analysis Results of the K-Means Algorithm**

The first step in the K-Means clustering analysis is to determine the best number of clusters using the Elbow method. Based on the Elbow method, the best number of clusters is 3 clusters. The next step is to perform cluster analysis using the K-Means method with the number of clusters 3 with a maximum iteration of 300 and a tolerance of 0.0001. The results of clustering using K-Means are shown in Figure 5.
Figure 5 shows that cluster 0 is the lowest cluster, with 16 regencies/cities, cluster 1 is the highest, with 4 regencies/cities, and cluster 2 is an intermediate cluster, with 16 regencies/cities. Table 3 shows the values of the centroids of each variable as well as the members of each cluster.

### Table 3. Centroid Value

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Centroid Value</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.513354</td>
<td>0.176602</td>
<td>0.179353</td>
<td>0.169446</td>
</tr>
<tr>
<td>1</td>
<td>0.950854</td>
<td>0.862820</td>
<td>0.965811</td>
<td>0.833425</td>
</tr>
<tr>
<td>2</td>
<td>0.748092</td>
<td>0.379487</td>
<td>0.422008</td>
<td>0.415508</td>
</tr>
</tbody>
</table>

Based on Table 3, the characteristics of each cluster can be described as follows:

1. **Cluster 1** is a cluster that has the highest centroid value compared to other clusters. It implies that the districts/cities included in cluster 1 have Life Expectancy (AHH) \(X_1\), Expected Years of Schooling (HLS) \(X_2\), Average Years of Schooling (RLS) \(X_3\), and Per Capita Expenditure (PPK) \(X_4\). In other words, regencies/cities that are included in cluster 1 have high population growth.

2. **Cluster 2** is a cluster that has the value of the second centroid. Therefore, the districts/cities included in cluster 2 have Life Expectancy (AHH) \(X_1\), Expected Years of Schooling (HLS) \(X_2\), Average Years of Schooling (RLS) \(X_3\), and Per Capita Expenditure (PPK) \(X_4\). In other words, regencies/cities belonging to cluster 2 have fairly good population growth.

3. **Cluster 0** is a cluster that has the lowest centroid value compared to other clusters. Thus, the districts/cities that are included in cluster 0 have Life Expectancy (AHH) \(X_1\), Expected Years of Schooling (HLS) \(X_2\), Average Years of Schooling (RLS) \(X_3\), and Expenditures Per Capita (PPK) \(X_4\) are low. In other words, Regencies/Cities belonging to cluster 0 have low population growth.

Members of the Regency/City of each cluster are presented in Table 4.

### Results of the Fuzzy C-Means Algorithm Analysis

Clustering analysis with the FCM algorithm begins by determining the \(nxm\), size matrix, namely the size matrix of \(35 \times 4\). The number of clusters is determined based on the Elbow method so that the number of \(k\) clusters to be used is 3 with a maximum iteration of 300 and a tolerance of 0.0001. The results of clustering using FCM are presented in Figure 6.
Table 4. Results of Regency/City K-Means Clustering

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Regency/City</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Cilacap Regency, Purbalingga Regency, Banjarnegara Regency, Kebumen Regency, Wonosobo Regency, Magelang Regency, Wonogiri Regency, Grobogan Regency, Blora Regency, Rembang Regency, Temanggung Regency, Batang Regency, Pekalongan Regency, Pemalong Regency, Tegal Regency</td>
<td>15</td>
</tr>
<tr>
<td>1</td>
<td>Magelang City, Surakarta City, Salatiga City, Semarang City</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>Central Java Province, Banyumas Regency, Purworejo Regency, Boyolali Regency, Klaten Regency, Sukoharjo Regency, Karanganyar Regency, Sragen Regency, Pati Regency, Kudus Regency, Jepara Regency, Demak Regency, Semarang Regency, Kendal Regency, Pekalongan City, Tegal City, City Brebes</td>
<td>17</td>
</tr>
</tbody>
</table>

Figure 6. FCM Clustering Results

Figure 6 shows that cluster 0 is the highest cluster with four regencies/cities, cluster 1 is the lowest cluster with sixteen regencies/cities, and cluster 2 is an intermediate cluster with sixteen regencies/cities. Table 5 shows the values of the centroids for each variable.

Table 5. The Centroid Value of FCM

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Centroid Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X_1$</td>
</tr>
<tr>
<td>0</td>
<td>0.9546563</td>
</tr>
<tr>
<td>1</td>
<td>0.5321224</td>
</tr>
<tr>
<td>2</td>
<td>0.7516965</td>
</tr>
</tbody>
</table>

According to Table 5, the characteristics of each cluster are as follows:

1. Cluster 0 is a cluster that has the highest centroid value compared to other clusters. Thus, the districts/cities that are included in cluster 0 have Life Expectancy (AHH) ($X_1$), Expected Years of Schooling (HLS) ($X_2$), Average Years of Schooling (RLS) ($X_3$), and Per Capita Expenditure (PPK) ($X_4$). In other words, districts/cities belonging to cluster 0 have high population growth.

2. Cluster 2 is a cluster that has the value of the second centroid. Thus, the districts/cities included in cluster 2 have Life Expectancy (AHH) ($X_1$), Expected Years of Schooling (HLS) ($X_2$),
Average Years of Schooling (RLS) \((X_3)\), and Per Capita Expenditure (PPK) \((X_4)\).

In other words, districts/cities that are included in cluster 2 have fairly good population growth.

3. Cluster 1 is a cluster that has the lowest centroid value compared to other clusters. Therefore, the districts/cities that are included in cluster 1 have Life Expectancy (AHH) \((X_1)\), Expected Years of Schooling (HLS) \((X_2)\), Average Years of Schooling (RLS) \((X_3)\), and Expenditures Per Capita (PPK) \((X_4)\) which are low. In other words, Regencies/Cities belonging to cluster 1 have low population growth.

Members of the Regency/City of each cluster are shown in Table 6.

### Table 6. Results of Regency/City Fuzzy C-Means Clustering

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Regency/City</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Magelang City, Surakarta City, Salatiga City, Semarang City</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>Demak Regency, Purbalingga Regency, Banjarneagara Regency, Kebumen Regency, Wonosobo Regency, Magelang Regency, Wonogiri Regency, Grobongan Regency, Blora Regency, Purworejo Regency, Temanggung Regency, Batang Regency, Pekalongan Regency, Pemalang Regency, Tegal Regency, Brebes Regency</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>Central Java Province, Banyumas Regency, Rembang Regency, Boyolali Regency, Klaten Regency, Sukoharjo Regency, Karanganyar Regency, Sragen Regency, Pati Regency, Kudus Regency, Jepara Regency, Cilacap Regency, Semarang Regency, Kendal Regency, Pekalongan City, Tegal City</td>
<td>16</td>
</tr>
</tbody>
</table>

### Evaluation of Determining the Best Clustering Method

The results of the evaluation using the \(S_w\) and \(S_b\) methods from the K-Means and Fuzzy C-Means methods are presented in Table 7.

### Table 7 Evaluation Results of the Standard Deviation Ratio Method

<table>
<thead>
<tr>
<th>Number of Clusters</th>
<th>Clustering Method</th>
<th>Ratio Value (S_w/S_b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>K-Means</td>
<td>0.478369</td>
</tr>
<tr>
<td>3</td>
<td>Fuzzy C-Means</td>
<td>0.460093</td>
</tr>
</tbody>
</table>

Table 7 shows that the value of the \(S_w/S_b\) ratio of the FCM method is smaller than that of the K-Means method, with values of 0.460093 and 0.473601, respectively. This indicates that the best clustering method that can be used in grouping districts/cities based on the HDI indicator is the FCM method. According to research, the Fuzzy C-means algorithm outperforms the K-means algorithm for segmenting blood veins in the retina (Wiharto & Suryani, 2020). According to research, the FCM algorithm is superior to the K-means method for creating clusters on wireless sensor networks (Hassan et al., 2020).

### CONCLUSIONS AND SUGGESTIONS

Based on the results of the research, the best number of clusters from the Elbow method was 3. In the K-Means clustering analysis, it was found that cluster 1 is the best cluster with 4 regencies/cities, cluster 2 is the second cluster with 16 regencies/cities, and cluster 0 is the lowest cluster with 16 regencies/cities as members. Cluster 0 is the best cluster with 4 regencies/cities, cluster 2 is the second-best cluster with 16 regencies/cities, and cluster 1 is the lowest cluster with 16 regencies/cities. After analyzing the standard deviation ratio method, it was found that the FCM clustering method was better than the K-Means clustering method. FCM standard deviation ratio is 0.460093, whereas K-Means standard deviation ratio is 0.478369.

To continue evaluating the performance of the clustering model, here are two suggestions for future research as
the proposed model some more effective optimization techniques to deal with more complicated and multifactor problems for decision making such as Fuzzy K-Medoids or Fuzzy Subtractive Clustering.
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